
Chongqing University 
of Technology

Advanced Technique of 
Artificial  Intelligence

ATAI

Chongqing University of Technology

Chongqing University 
of Technology

ATAI
Advanced Technique of 
Artificial  Intelligence

Advanced Technique of Artificial  
IntelligenceChongqing University of Technology

Chongqing University of 
Technology

ATAI

1

Diverse and Informative Dialogue 
Generation with Context-Specific

Commonsense Knowledge Awareness
Sixing Wu, Ying Li, Dawei Zhang, Yang Zhou and Zhonghai Wu

Speaker: ZhangLiang
2021.02.21

Proceedings of the 58th Annual Meeting of the Association for 
Computational Linguistics, pages 5811–5820
July 5 - 10, 2020. c ?2020 Association for Computational Linguistics



Chongqing University 
of Technology

Advanced Technique of 
Artificial  Intelligence

ATAIChongqing University 
of Technology

Advanced Technique of 
Artificial  Intelligence

ATAI

Content

01 Introduction 02 Related Work

03 Approach 04 Experiments



Chongqing University 
of Technology

Advanced Technique of 
Artificial  Intelligence

ATAIChongqing University 
of Technology

Advanced Technique of 
Artificial  Intelligence

ATAI

Introduction

• Open-domain dialogue response generation
systems still suffer from generating generic 
and boring responses, such as ”I don’t 
know.”

• Researchers have begun to introduce large-scale 
knowledge graphs for enhancing the dialogue 
generation
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Introduction
Some challenges in knowledge-aware dialogue generation still 
keep unsolved.

• 1) An entity word usually can refer to different concepts, i.e., an entity 
has multiple meanings, but only one specific concept is involved in a 
particular context. 

• 2) Even if we only consider a particular entity meaning, the related 
knowledge facts may cover various target topics. However, some of 
those topics do not contribute to the dialogue generation.

• 3) The integration of the knowledge and the dialogue generation in 
previous approaches is insufficient, including the way of integration, as 
well as the types of knowledge.
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Introduction
This paper’s work:

• First, it design a Felicitous Fact mechanism to
help the model highlight the knowledge facts that
are highly relevant to the context, that is,
“Felicitous Facts”.

• Next, Context-Knowledge Fusion is proposed to
lift the role of knowledge facts in the dialogue
generation, by fusing the context and the
felicitous knowledge before the decoding.

• Last, ConKADI can generate three types of
words owing to the Flexible Mode Fusion
module, which aims at simultaneously fusing
multiple types of knowledge.
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Related Work

• Seq2Seq (Sutskever et al., 2014; Vinyals and Le, 2015) has been widely used in the open-
domain dialogue generation.

• ConceptNet (Speer 5813 et al., 2017) is a multilingual open-domain commonsense
knowledge graph, which is designed to represent the general knowledge and to improve
understanding of the meanings behind the words people use.

• the current state-of-the-art CCM (Zhou et al., 2018)
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Approach

Given a training data D of triplets
a query message X = (x1, . . . , xn),
a response Y = (y1, . . . , ym),
a set of commonsense knowledge facts F = {f1, . . . , fl}.

The training goal：maximize the probability

the inference goal ：find

Knowledge facts F are retrieved from the knowledge graph G ; each fact is

organized as a triplet (h, r, t).
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Approach

• If is recognized as an entity word
and can be matched to a vertex in the
knowledge graph G，then each neighbour

and the corresponding
relation r is retrieved as a candidate fact f.

• If a word can’t match any vertex, a special
fact will be used.
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